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This is an intermediate level course. I’'m assuming you
have prior exposure to the following

e Cognitive Radio (if not, see Fette)
— Basic implementation approaches
— Typical applications

e Basic Game Theory (if not, see Dutta)

— Typical content for senior level course

— Nash equilibria, mixed strategies, zero sum
games

e Control Systems and Machine Learning
— Lyapunov stability

— Markov chains
— Learning algorithms
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Course Material

Why Apply Game Theory to
Cognitive Radio Network
Design?

Potential Games for
Distributed Radio Resource
Algorithm Design

Examples and Extensions

Addressing Imperfections
and Real World Effects

Insights into adversarial
ga m e S Cognitive Radio Technologies
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General Principles to Remember

Realistic cognitive radio networks will have interactive
decisions

Inducing symmetry is good for stability

— Finding win-win conditions is a close second
Cannot generally (or even most of the time) start with
arbitrary design objective functions

— Instead use well-behaved solutions that correlate well

Combining across layers is messy, but doable
— Combinations with routing should exploit generalized
congestion game

Environmental effects can be accommodated with
traditional good engineering practices

Timing effects dominate game effects in adversarial
scenarios

— Your algorithms can be (and probably will eventually be
SuU bve rted ) Cognitive Radio Technologies

www.crtwireless.com



Why Apply Game Theory to
Cognitive Radio Network Design?

Cognitive Radio Technologies
www.crtwireless.com



Cognitive Radio: Basic Idea

e Software radios permit network
or user to control the operation
of a software radio

e Cognitive radios enhance the
control process by adding

Intelligent, autonomous control of
the radio (Iink, network...)

An ability to sense the
environment

e QOther information sources too
Goal driven operation

Processes for learning about
environmental parameters

Awareness of its environment
e Signals
e Channels

Awareness of capabilities of the
radio

An ability to negotiate waveforms
with other radios

Cognitive Radio Technologies
www.crtwireless.com
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The Cognition Cycle and Interactive
Processes N

/.. Orient Infer from Radio Model
ablish P

Normal L Select Alternate

Goals
Immediate Urgent Plan

w)ecide

e Qutside world is dete the interaction of

numerous cognitive radios
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Issues Can Occur When Multiple

Intelligences Interact

e Flash crash of May 6, 2010
— Not just a fat finger

— Combination of bad economic news,
big bet by Universa, and interactions
of traders and computers

A History of Home Values

DECLINE AND RUN-UP Pr
mas

earl

192(C 193( 194( 1950 196

http://www.nytimes.com/imagepages/2006/08/26/weekinreview/27leon_graph2.html

Close:
10,520.32
Wild day on Wall Street

+ Biggest intraday drop in Dow history

» Intraday high-low swing of 1,010,714 points

+ Down 631.51 points (5.66%) in past three sessions
* Biggest three-day point drop since Nov, 20, 2008

* Total paper loss was more than $500 billion®

Low: 9,869.62

A P Lred by T Wilihees 500 Totsl Markool indes

http://www.legitreviews.com/images/reviews/news/dow_drop.jpg

Housing Bubble
— Bounce up instead of down

— Slower interactions lead to
slower changes

— Also indicative of the role
beliefs play in instability




In heavily loaded networks, a single adaptation can
spawn an infinite adaptation process

A

e Suppose
— 8317821, 81278327 823”813
 Without loss of generality
— 831,812, 823= 1 N
— 851, 832, 813=0.5
* Infinite Loop!
- 4,5,1,3,2,6,4,...

http://www1.istockphoto.com/file_thumbview_approve/2820949/2/istockphoto
B 23820949 dect_phone.jpg

Cradle Image:
http://www.skypejournal.com/blog/archives/images/AVM_7170_D.jpg

Interference Characterization

Chan. | (0,0,0) 0,0,1) | (0,1,0) | (0,1,2) | (1,0,0) | (1,0,1) | (1,1,0) | (1,1,1)
Interf. | (1.5,1.5,1.5)| (0.5,1,0) | (1,0,0.5) | (0,0.5,1) | (0,0.5,1) | (1,0,0.5) | (0.5,1,0) |(1.5,1.5,1.5)
0 1 2 3 4 5 6 7




Generalized Insights from the DECT
Example

* |f # links / clusters > # channels, decentralized channel choices will have a
non-zero looping probability

e As # links / clusters —eo, looping probability goes to 1
— 2 channels p(loop)>1-(3/4)"
— k channels p(loop)21—(1—2‘k”)”ck”
e Can be mitigated by increasing # of channels (DECT has 120) or reducing
frequency of adaptations (DECT is every 30 minutes)
— Both waste spectrum
— And we’re talking 100’s of ms for vacation times
* “Centralized” solutions become distributed as networks scale

— “Rippling” in Cisco WiFi Enterprise Networks
o www.hubbert.org/labels/Ripple.html

e Also shows up in more recent proposals
— Recent White Spaces paper from Microsoft

Cognitive Radio Technologies
www.crtwireless.com



Locally optimal decisions that lead to globally

undesirable networks

e Scenario: Distributed \w -
SINR maximizing power :

control in a single

cluster

* Foreach link, itis | Power
desirable to increase ISINR
transmit power in w
response to increased
interference ;

e Steady state of network
is all nodes transmitting o _
at maximum power Insufficient to consider only a

single link, must consider
Interaction

Cognitive Radio Technologies
www.crtwireless.com




Potential Problems with Networked
Cognitive Radios

Distributed Centralized
e Infinite recursions e Signaling Overhead
e Instability (chaos) e Complexity
e Vicious cycles * Responsiveness
e Adaptation collisions e Single point of failure

e Equitable distribution of
resources

e Byzantine failure
e |nformation distribution

Cognitive Radio Technologies
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Network Analysis Objectives

Steady state
characterization

\

Steady state optimality

Convergence
Stability/Noise
Scalability

(Radio 2’s available actions)

NipEEGHEe "dsﬁwlsmmmﬁaadly?state?
R sibdeakkingetibdy pthilahded gitfigadsarnisefers ?
Hmmmwﬁpmm mmb;vﬂmﬂmalmitlmal?




Game Theory

 The study of mathematical models of conflict
and cooperation between intelligent rational
decision-makers — Myerson

Basic Game Components

1. A (well-defined) set of 2 or more players
2. Aset of actions for each player.

3. Aset of preference relationships for each player
for each possible action tuple.

« Games with just these three components (or a variation on
the preference relationships) are said to be in Normal form
or Strategic Form

« Preferences often represented as utility function for analysis
but may not hold for people

+ Some also introduce an outcome function which maps action
tuples to outcomes which are then valued by the preference
relations.

Cognitive Radio Technologies
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Interaction is naturally modeled as a game

Radio 1 (\

Actions B L e

Decision s Action Space

Informed by _
Communications l f:A—>0
Theory

A Outcome Space N U,
U, (7/1) U; ( )

Cognitive Radio Technologies 15
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«, o . Game | <  Cognitive radio network
COg n Itlve Ra d IO Player | <  Cognitive radio
Actions < | Actions
G ames Utility function | —  Goal
Outcome space <  Outside world
¢ N | f Utility function arguments | <  Observations/orientation
ormalform game Order of play | <  Adaptation timings
— Player + actions + utilities
— One-off problems SINR as choice of channels
N. .
a (33  (15) u(a.a,) = 'p :
b (51) (2,2) — a =4,
_ P95 + N,
* Qutcome Space Mapping
— Relate utilities to actions
— Need not be deterministic Alternating Packet Forwarding Game
e Timing 1 2 1 1 2

— Extensive Form game

" Repemted game oL o010 0530450 75
IREREE

Cognitive Radio Technologies O 2 3 1
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Common game-theory based
approaches to designing CR nets

Approach Benefits

Repeated games
with
punishment

Supermodular
games

Potential games

Policy Design

Cooperative
Design

 Can enforce convergence to virtually any

operating point
* Handles selfish players well
* Can be robust to timing uncertainty

* Many well-known algorithms are
supermodular

* Extends well to multiple dimensions

* Very robust to timing discrepancies

* Fairly robust to uncertainty for stability
and convergence

e Converges in beliefs in learning
applications

e Lots of flexibility in design of decision
processes and actions

* Robust to timing discrepancies

e Eliminate known bad states
* Combine with any other approach

e Ensures alignment of operating states
with desired states

* Overhead to implement punishment
* Brittle to hostile users and information
uncertainty

» Weak convergence / stability
characteristics with multiple equilibria

* Limited in modifications to actions and
decision processes

* A bit of work to find utility functions
that correlate with system objectives

* Multi-layer / dimension not well-
published

* Centralized issues — a priori knowledge,
overhead, flexibility

e Overhead and complexity



Why Apply Game Theory to Cognitive
Radio Analysis and Design?

e Applying game theory and game models to the analysis of cognitive
radio interactions

— Provides a natural method for modeling cognitive radio interactions

— Significantly speeds up and simplifies the analysis process (can be
performed at the undergraduate level — Senior EE)

— Permits analysis without well defined decision processes (only the goals
are needed)

— Can be supplemented with traditional analysis techniques

— Can provides valuable insights into how to design cognitive radio decision
processes

— Has wide applicability
 Major Applications

— Distributed algorithm design

— Jammer vs AJ

— Inducing cooperation

— Market / auction design

CognitivetRadio Technologies
www.crtwireless.com



It might also be good for your

academic career

IEEE Explore Publications

Increasing Research Emphasison CR + GT
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2011

436
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554
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594

e Search parameters:
— http://ieeexplore.ieee.org/search/advsearch.jsp

— “cognitive radio” AND “game theory” in text or
metadata




Summary

e Adaptations of cognitive radios interact

— Adaptations can have unexpected negative results
* Infinite recursions, vicious cycles

— Insufficient to consider behavior of only a single link in the design
 Behavior of collection of radios can be modeled as a game

— Some differences in models and assumptions but high level mapping is
fairly close

e Extend game theory with control theory, machine learning,
and related techniques to address other design / analysis
objectives

 Many more extensions are possible

— Numerous dissertation possibilities

Cognitive Radio Technologies
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Potential Games for Distributed
Radio Resource Algorithm Design

Cognitive Radio Technologies
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Subsection Material

-|P — a very attractive property
Potential game definition

Potential game identification

Cognitive Radio Technologies
www.crtwireless.com



Lesser Rationality: Myopic Processes

e Players have no knowledge about utility functions, or
expectations about future play, typically can observe

Definition 4.10: Best Response Dynamic
A decision rule d:4-—>.4 15 a best response dynamic if each adaptation would

maximize the radio’s utility if all other radios continued to implement the same
waveforms, i.e., d,(a)c{b €4 1y (b.a_, )2 (a,a_,)Va € 4}

Definition 4.11: Better Response Dynamic
A decision tule d :4— .4 15 a better response dynamic if each adaptation would

improve the radio’s ufility if all other radios continued to implement the same
waveforms, ie., di(a)e{bi cd 1 (b,a_)>u, (ai,a_l.)}.

Definition 4.13: Friedman’s Random Better Response [Friedman 01]

Player i chooses an action from 4,\b; where 5, 1s player i's current action according to a
uniform random distribution. If the chosen action would improve the utility of player 4, 1t
1s implemented, otherwise, the player continues to play b;.

Definition 4.12: Random Better Response Dynamic (*)
A decision rule d, : 4 — A4 18 a random better response dynamuc if for each #e1, radio i

chooses an action from 4; where each action has a nonzero probability of being chosen
and implements the action if it would improve its ufility.




Paths and Convergence

Path [Monderer_96]

— ApathinI'is a sequence y=(a° a,...) such that for every k> 1
there exists a unique player such that the strategy combinations (a*
1 gk) differs in exactly one coordinate.

— Equivalently, a path is a sequence of unilateral deviations. When
discussing paths, we make use of the following conventions.

— Each element of yis called a step.
— aYis referred to as the initial or starting point of y.

— Assuming yis finite with m steps, a™ is called the terminal point or
ending point of yand say that yhas length m.

Cycle [Voorneveld 96]

— A finite path y=(a% d%...,a%) where a* = a°

Cognitive Radio Technologies
www.crtwireless.com



Improvement Paths

 Improvement Path

— A path y=(a® d%,...) where for all k>1, u(a*)>u(a*?)
where i is the unique deviator at k

 Improvement Cycle
— An improvement path that is also a cycle
— See the DECT example

A ” B
a (5.5 \ -y (-1,10) 4,
b |% (10,-1)% 2 (0,0)

i = (@, 4), (a, B))

13
3 = (b, 4), (b, B))

¥ = (1, (6, B))

o = ((a,A), (b, 4))

v = (a, B), (5, B))

Y6 = (11, (6, B))

Cognitive Radio Technologies
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Convergence Properties

Finite Improvement Property (FIP)

— All improvement paths in a game are finite

Weak Finite Improvement Property (weak FIP)

— From every action tuple, there exists an improvement path
that terminates in an NE.

FIP imp
FIP imp
Weak F

ies weak FIP
ies lack of improvement cycles
P implies existence of an NE

Cognitive Radio Technologies
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FIP Examples

Cognitive Radio Technologies
www.crtwireless.com

Game with FIP
A B
1,-1 0,2
’(\_
1,1 ( 22 D
~—— Weak FIP but not FIP
A B C
a 1 ~ -1,1
1, 1‘ \ 0,2
b | -1,1 4 1,1 12
C 2,0 2,1 2.2




Implications of FIP and weak FIP

Assumes radios are incapable of reasoning ahead and must
react to internal states and current observations

Unless the game model of a CRN has weak FIP, then no
autonomously rational decision rule can be guaranteed to
converge from all initial states under random and round-robin
timing (Theorem 4.10 in dissertation).

If the game model of a CRN has FIP, then ALL greedy rational
decision rules are guaranteed to converge from all initial
states under random and round-robin timing.

— And asynchronous timings, but not immediate from definition

More insights possible by considering more refined classes of
decision rules and timings

Cognitive Radio Technologies
www.crtwireless.com



Convergence Results (Finite Games)

Timings
Round-
Decision Rules Robin | Random | Synchronous| Asynchronous
Best Response 1.3 1.3 1 1.3
Exhaustive Better Response 3 3 - 5
Random Better Response® 123 123 123 1.23
Random Better Response®™ 1,3 1,23 1 11z

(a) Definition 4.12, (b) Definition4.13, 1. IESDS, 2. Weak FIP, 3. FIP

e If a decision rule converges under round-robin, random, or

synchronous timing, then it also converges under

asynchronous timing.

e Random better responses converge for the most decision
timings and the most surveyed game conditions.

— Implies that non-deterministic procedural cognitive radio

implementations are a good approach if you don’t know much about

the network.

Cognitive Radio Technologies
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Stability

Definition 3.5: Lyapunov stability
We say that an action vector, a*, is Lyapunov stable if for every £>0 there is a

& = Osuch that forall 7= ¢", a(rn),a*H{ s = Ha(f),a*H-::: "

Definition 3.6: Atractvity
The action vector & is said to be attractive over the region Sc—A4 |

S:{aEA|

a,a -::M} , if given any a(# )< S, the sequence {a(r)} converges to a'

for t=1¢,.

Stable, but not attractive Attractive, but not stable




Lyapunov’s Direct Method

Theorem 3.3: Lyapunov’s Direct Method for Discrete Time Systems

Given @ recirsion a(rk”) =d’ (.:1 [r’”‘ )) with fixed point a”, we know that " is Lyapunov

stable if there exists @ contirions function flerown as ¢ Lyapunov function) that maps «a
neighbarhoad of a* to the real mumbers, i.e, L:N(a") = R, such that the following
three conditions are satisfied.:

1) L{a")=0
2) L(cz)}ﬂ‘?’czEN(a*)"m
3) AL(a(t))=L]d'(a(t))]-L{a(t)) =0 VYae N(a")\a"

H

Further, if conditions 1-3 hold and
) N(a*) = A, then o' is globally Lyapunov stable;

b) &L(a IZIEIJ <0 Vae N(a*)”i @, then a”is asymptotically stable;

c) N(a*) = A and&ﬂ(a IZt)ZI <0 Vae N[a*)ia*; then a" iz globally asymptotically
stable.

Left unanswered: where does L come from?
Can it be inferred from radio goals?




Potential Games

Cognitive Radio Technologies
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Potential Game Content

Define / Introduce Potential Games

Key Properties

|dentification / Design

Examples

Cognitive Radio Technologies
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Wish List for a Distributed CR Network

* Predictable behavior

e Broad range of convergence and stability conditions
— Myopic
* Only has to be able to evaluate impact of own adaptaitons
— ldeally decouple goal selection from decision rules
 Minimal communications

— Looking for emergent behavior that coincides with design
objective

A lot of flexibility for individual radio customization

o All features of CR networks based on potential games

Cognitive Radio Technologies
www.crtwireless.com



V(a)

Existence of a function (called
the potential function, V), that

reflects the change in utility seen
by a unilaterally deviating player.

Cognitive radio interpretation:

— Every time a cognitive radio
unilaterally adapts in a way that
furthers its own goal, some real-
valued function increases.

Potential Game Relationship ( Vie N,Vac 4)
Exact (EPG) u (b,a,)-via.,a,)=Vib,a, ) Via.a,)
Weighted (WPG) u (b,a)-ula.a,)= g [V (b.a)-Via.a, )]
Ordinal (OPG) u(b,a ) -ula,a,)>0=V(b,a,)-Via,a,)>0
B E}ggepl‘é])ized Ordinal u(b.a )-ula.a,)>0=>V(b.a,)-Via.a,)>0
Generalized € (GePG) | u(b.a.)>u (a.a, )+& =V (b,a,)>V{a,a,)+¢g

time




A Dynamic Frequency Selection
Algorithm

Final channels by access node
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Implications of Monotonicity

e Monotonicity implies

— Existence of steady-states (maximizers of V)

— Convergence to maximizers of V for numerous combinations of
decision timings decision rules — all self-interested adaptations

 Does not mean that that we get good performance
— Only if Vis a function we want to maximize

Timings
Round-

Decision Rules Robin | Random | Synchronous | Asynchronous
Best Response 1,24 1,2.4 - 1,2
Exhaustive Better Response 1,2 1.2 - 1,2
Random Bectter Rcsponsc(-a) 1,2,4 1,24 1,2 1,2
Random Better Response™ 1,2 1,2 - 1,2
e-Better Response™ 1,234 | 1,234 - 1,2,3
Intelligently Random Better Response 1,4 1.4 - 1,2
Directional Better Response®© 4 4 - -
Averaged Best Response® 3,4 3,4 - -

(a) Definition 4.12, (b) Definition 4.13, {(c¢) Convergence to an £-NE, (d) 4; quasi-concave in «;
1.Finite game, 2. Infinite game with FIP, 3. Infinite game with AFIP, 4. Infinite game with bounded

continuous potential function (implication of D¥)




Exact Potential Games Form a Linear Space

Defimtion 5.15: Linsar Space
iven a set X, X 15 said to be a finear space if forevery x, v,z e X and every @, S Bt

satisfies the following ten {100 properties:
(11 Closure under addition, x+ v e &

{2} Closure under scalar multiplication, 16, ax e

(=)  Commutativity, 18, x+y=y+x

4y Additive Associativity, 1e, x+y=y+x

(21 Additive Identity, 12, there iz some 0 X such thatif xe X 04+x=X%
(t)  Additive Inverse, 1.e, for every x € X | there 12 some —x € X such that

x+—x1=0.
(71 Associativity of Scalar Multiplication, 1.e., @ Sxi=|adix
(8] Dastributivity of Scalar Sumes, 1e., (a+ Six=ax+ Sx

(%) Dastributivity of Vector Sums, 1e, @l x+yi=agxt+ay
(107 Scalar Multiplicative Identity, 1.6, Ta=x.

Theovem 5.24: Linear Space of Exact Potertial Games [Fachin 97
I forms a linear space

Froaf A proof of this result 15 given 1in [Fachim 97 Howewer, some key aspects of this
proof are repeated in the following An additive identity element 15 given by the game

Fz{N,ﬂ,::D::-} which has exact potential function Flai=0. Given exact potential

games, [, FEEFEMWith potential fonctiens ¥ oand P35, and scalars @ e R,

I5 =gl +al’,, then I's 1z an exact potential game with potential 5= a1 ¥ + apb2.0

Cognitive Radio Technologies
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Potential Game Properties Related to

Network Behavior

All finite potential games have FIP

All finite games with FIP are (Generalized Ordinal)
potential games

-V'is a Lyapunov function for isolated maximizers
Stable NE solvable by maximizers of V

Maximizer of potential game need not maximize your
objective function

— Cognitive Radios’ Dilemma is a potential game

ltems which I’'m not really covering today

— Potential games have the Fictitious Play Property
— Connected to Shapley value

Cognitive Radio Technologies
www.crtwireless.com



Exact Potential Game Forms

e Many exact potential games can b

the form o

Game

Coordination Game

Dumimny Gﬂgy/

(ame

Can’t Influence Own

Network-wide

Obijective Function

Cc:uordjnati& Only impacted by self )(a)+ D (a,)

Self-Motivated Gam

Bilateral Symmetric
Interaction (BSI)
Game

u (a)= > W, (a}.,aj )—

JeMi}

where W (q.,aj. ) =W, (aj.,a!.)

coordination games

Multilateral Symmetric
Interaction (MSI) Game

U, (a) = Z W (ag) + D, (a_l.)
{.S'EEN::'ES}
where w (a.)=w, (a;)vi,jesS

Outcome
- "V (a)=C(a)
d (a,) Vig)=c,ceR
Via)=C(a)
—— Ju(@)=5(a) (a)
Sum of mini-

Cognitive Radio Technologies
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Congestion Games (1/2)
e Key components .. .. .

— a finite set of actors (players)
N={1,2,...,n}

—a set of facilities, F={1, 2, ... , g}

— a set of payoffs, c(k) where and k is the
number of users of facility f.

e Game Model
—N=N
—A; = 27 (choose any subset of F)

u(a)=>.c (o (a))

feai

— Sum of payoffs of each facility

o(a)=#{ieN:fea}

— Each facility has its own function,
function of # of users (anonymous)

Cognitive Radio Technologies
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Congestion Games (2/2)

e Exact potential function
— Sum of facility costs over all used
facilities from 1 to # of users of each \% (a) — Z Cs (k)
facility fell,a \ k=1
e Comments:

— Every player does not need the same
action set for EPG to hold

— Tends to either spread (costly) or
concentrate (beneficial) users across
facilities (as modified by club

benefits) “Nobody goes
e Examples: there
— Routers (though not with anymore. It’s
prioritization) too crowded”
— Vehicle Traffic congestion -Yogi Berra
—Some MACs

— Could be network selection

(actually John McNulty)

Cognitive Radio Technologies
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Other Exact Potential Game
ldentification Techniques

e Linear Combination of Exact Potential Game
Forms [Fachini_97]
— If <N,A,{u;}> and <N,A,{v;}> are EPG, then
<N,A,{aw; + Bv;}>is an EPG
— Does not hold for other forms of potential games

e Evaluation of second order derivative

[Monderer_96]
ou,  Ou; . .
= L VizjeN,aeA
da0a; 08,0,

Cognitive Radio Technologies
www.crtwireless.com



Ordinal Potential Game Identification

e Lack of weak improvement Not an OPG
cycles [Voorneveld 97] Iy A B
. : a (1,0) (2,0)
FIP and no action tuples 5 (2.0) oD
such that
u(a,a;)=u(b,a;)b =a An OPG
* Better response r, 4 B
equivalence to an exact A (1,-1) (2,0)
potential game [Neel 04] B (2,0) (0,1)

Definition 3.9: Better-response equivalence

A game F:<N,A,{uj}>is sald to be better response equivalent to game

F'z(N,A,{t;})if VieN,acd, u(a,a,)>u(b,a,)=v(a,a,)>v(b.,a,).




Example Identification

. |
e Single cluster target SINR ‘

Ui(p)=— A 9i b

7
1/K(Z gkpk+aj

keN\i

|
=
Ao =t
* Better Response Equivalent

(g an )]

keN\i

u (p)=-9/p’ +27/Kog;p, —

Self-motivated game
+2?/K(Z 0;9y PiP . n
S \BSI game V(p):27//K(ZZ 9i 9« P; pkj
2 ieN i>k
—|7/K + 202 4 27
{7/ (k;:\igk Py Gﬂ\ +Z(_gi P; +27//K09ipi)

Dummy game ieN sc



Ordinal Potential Game Comments

e Obviously applies to a broader class of
algorithms (every EPG is an OPG)

 Doesn’t generally have the linearity properties
needed for linear combinations (additive)

Cognitive Radio Technologies
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Interference Reducing Networks

“...he intends only his own gain, and he is in
this, as in many other cases, led by an
Saggla,, invisible hand to promote an end which was
no part of his intention. Nor is it always the
Sl worse for society that it was no part of his
intention. By pursuing his own interest he
frequently promotes that of the society more
7} effectually than when he really intends to
promote it.” — A. Smith, Wealth of Nations

47 Cognitive Radio Technologies
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Using Potential Games to Designh of Cognitive
Radio Networks

* |f we design our networks to be an exact potential games, then we can
— Predict steady-state behavior (maximizers of V)
— Know that very simple greedy algorithms will converge
— Know that very simple algorithms will be stable
— Scale up more complex algorithms
* |ssues:
— Potential function should be something we want maximized
— Stability only holds for isolated fixed points
— Minimize amount of external information / information exchange
e Approach

— Find objectives that look like exact potential game utility functions that
correspond
— Look for local ways to gather information
 Trivial to make desirable exact potential game out of coordination games

* Possible to use other forms, may require modifying observations or defining
specific network processes

Cognitive Radio Technologies
www.crtwireless.com



Basic Model

Each radio (link, network) attempts to minimize its own
interference function, |, : Q—>R, by adapting its waveform

@,according to its decision rule d; : Q—>Q,

Network (N,A,{u}{d},T) is said to be an interference
reducing network if ®(d(w))< O(w) for all ®€2 and all

ieN where
®(a)=) 1;(a)
A ieN
B
=1

time



Connection with Potential Games

e Definition of IRN can be satisfied if
| (a)i*,a)_i)< | (a)i,a)_i):>CD(a):,a)_i)<(D(a)i,a)_i)
e Logically if u(w) = -I; (w), then

Ii(a)i*,a)_i)<ui(a)i,a)_i):>ui(a):,a)_i)>ui(a)i,a)_i)

e SoV=-®isaGOPF for this network

* In other words, IRN can be realized by designing CRN as a
potential game with V (®) oc-O(w)

Cognitive Radio Technologies
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Designing IRN as a Potential Game

e Recall that easier to initially design an exact potential
game than an ordinal potential game

e Approach: Try to fit IRN into one of the known exact
potential game forms

Game Utility Function Form Potential Function
Coordination Game u(a)=C(a) V{a)=C(a)
Dummy Game u(a)=D,(a,) Via)=c,ccR
coordnafion-Dumimy u(a)=C(a)+ D (a,) ¥(a)=C(a)
Self-Motivated Game u (a)=35,(q) Via)= ;}S:— (@)
Bilateral Symmetric u, (a)= w, (a,a,)-S (@) .

Interaction (BSI) Jemni] ACEDIIWACHN EDIWACY
Game where w (q. ., ) =w,(a,.a ) s =

Multilateral Symmetric
Interaction (MSI) Game




Mapping Exact Potential Games to
IRN Types

Game Utility Function Form Potential Function
Altruism | Coordination Game i, (a) =C (a) V(a) = C(a)
Dummy Game u(a)=D (a,) V(a)=cceR
gg;ijnaﬂon-DununY u,(a)=C(a)+ D (a,) (2)=Cla)
Isolated | Self-Motivated Game u(a)=5(a) V()= ;}S*’ @)
Bilateral | Bilateral Symmetric u(a)= ) wla,a)-5(a) .
Symmetric | Inferaction (BSI) JEME) MR (a-2,)-3 5 ()
Interference | Game where w (a4, )=, (a,,q o E
" . _ (a)= {a,)+ D (a,
Coalitions | Multilateral Symmetric ta) [SE;_E ] @)+ Dle) P(a)=Y w,(a;)
/ Logical Node? | Interaction (MSI) Game e

where w, (e )=w, (a,)7i,jeS

Cognitive Radio Technologies
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Self-Motivated Parameters

Internal device settings
— Sampling rate, filters, RFIC parameters...
Non-interactive parameters
— Modulation (same PSD for BPSK, QPSK, QAM)
— Error Correction
— Interleaving
— Others...

Goals which drive those can be folded into any of the preceding
algorithms as games of self-interested parameters are exact potential
games and thus part of the linear space

G (a)=u,(f,p,..)+u,(a)

More complicated when there’s interactions

Cognitive Radio Technologies
www.crtwireless.com



Globally Altruistic Networks (Explicit
Information)

Radio goal: minimize network interference

U (@)==2, 2 1i(@)

keN jeN\k

Potential, Interference Function

() =V ()= 3 1,()

keN jeN\k

Unique benefit: Works for all waveform adaptations

Unique drawback: Lots of overhead — may need functional
radio environment map

Proposed algorithms that satisfy GAN: [Sung], [Nie]

Cognitive Radio Technologies
www.crtwireless.com



Example Application:

e Overlay network of secondary e  Without REM:
users (SU) free to adapt power,

transmit time, and channel — Decisions solely based on link SINR

e With REM
— Radios effectively know everything

1000 . .
-——- PUlinks {40) |- f!,
900 SUlinks (60) |~ . . .
Upshot: A little gain for the secondary users; big
gain for primary users
600
] 1: T T E T T
E so0 ":—'—_""'-—
] ]
400t LEV AL
J i with REM
200 SEE 0 [ mm—— without REM "
v
2001 id : )
y & i @ Al
100F o J ) 4 .
o- R E ool g
0 13 13 “f 13 == _']-\. :I L
0 200 400 500 200 1000 = ]
® [m] E a-'_;
= g 2
Parameter Value 2 BER -3
Transmussion range of 450 meters ; ;” 4l
radio node (PU or SU) Z é
Sensing range of SU 450 meters gl ‘1‘1 ar
- - B H —with REM
Interference range of SU | 450 meters \ g e it hit REM
Speed of SUs Uniformly distributed in (0, 10m/s) N
Data rate of wireless link | 2 Mbps 7.5 L r - L L
1 £ 1 h 50 ket o 50 100 0 50 100
mﬂ_ ace queue lengt -4 packets Secondary user adaptation iteration Secondary user adaptation iteration
Radio channel model two-ray ground model From: Y. Zhao, J. Gaeddert, K. Bae, J. Reed, “Radio Environment Map Enabled Situation-Aware
Simulation period 200 seconds Cognitive Radio Learning Algorithms,” SDR Forum Technical Conference 2006.




Locally Altruistic Networks (Explicit Information)

Let J <N denote the set of radios which are close enough
that i produces non-negligible interference.

Goal: minimize interference of those within “range”
=-2. 2 (e
keJ; jeT;\k
Same interference and potential function as before (just
eliminated terms for which /. = 0)
Benefit — Less overhead, just as generalizable
Drawback — Need extra routine to identify ji

Cognitive Radio Technologies
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Isolated Adaptations

e Concept: If an adaptation does not impact the performance of
other radios and sum interference is a monotonically
decreasing function, then network is said to be an isolated
adaptation network

e Successful implementation is very much dependent on the
radios’ action set

* Allowable adaptations:

— Modulation (assuming PSD doesn’t change), interleaving, error
correction, receive beamforming, internal settings (e.g., sampling
rates, AGC gains. receive filters)

Cognitive Radio Technologies
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Bilateral Symmetric Interference

Two cognitive radios, j, ke N, exhibit bilateral symmetric interference if

gjkpjp(a)j,a)k)z Oy pkp(a)k,a)j) Vo, eQ; Vo, €Q,

@~ wavetorm of radio k What’s good for the goose, is

p, - the transmission power of good for the gander...
radio k’s waveform

g; - link gain from the
transmission source of radio k’s
signal to the point where radio j
measures its interference,

. P(a)k ) the fraction of radio k’s
signal that radio j cannot exclude
via processing (perhaps via
filtering, despreading, or MUD

tech N |q UES) . Source: http://radio.weblogs.com/0120124/Graphics/geese2.jpg
58




Proof:

By bilateral symmetric interference
O4i PP (a)k’ ) glkpp(a)l’a)k) b (wi’wk)

Rewrite goal
ewrite goa Ui(a)):_z bik (a)iia)k)

keN\i

Therefore a BSI game (S;=0) (an EPG)

Zzgm PP a)k’ )

ieN k=1
Interference Function
O (w)=-2 (0)

Therefore unilateral deviations increase V and decrease
®(w) —an IRN

Cognitive Radio Technologies
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Situations where BSI occurs

Isolated Network Clusters

— All devices communicate with a
common access node with
identical received powers.

— Clusters are isolated in signal

e 4 R oesy space
MR AL ;S mpully . .

oCE s i‘~ B ° Close Proximity Networks
'E‘E * 34 -f‘-ﬁ'" — All devices are sufficiently close

enough that waveform

correlation effects dominate
Controlled Observation
Processes

+T TIINK. YOU SHOWD BE MOCE EXPLICIT — Leverage knowledge of
HERE ™ STEF TWo.™ waveform protocol to control

observations to achieve BSI

Cognitive Radio Technologies
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Coalitional Interference Reducing Networks

e Concept: Suppose a device is simultaneously a member of
several different coalitions or logical nodes and it measures its
performance as a sum over its coalitions

= > w,(

SCN IeS

e Could be addressed in any of preceding forms, though
altruism within coalition may make most sense

 Non-obvious insight is that summing across coalitions will
work

Cognitive Radio Technologies
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General Comments on Implementing IRNs

Explicit information Implicit information

e Gather interference e Design network such that
information from other devices adaptations implement an IRN
in the network without gathering information

 Conceptually obvious on other devices’ interference
implementations e Scales well —ideal solution

e Scales badly * Non-obvious how to implement

e A “bureaucratic nightmare” — Invisible hand of cognitive

radio?

ASSISTANT T0 THE AIDE OF THE ﬁt’PUﬂ’ \
_IGE CHAIRNAN DF THE COMMITTEE
10 REDUCE PENTAGON BUREAUCRACY

Image source: http://unbeknownst.net/images/bureaucracy.jpg



Isolated Network Clusters

* In this operational scenario, the network consists of a set of
clusters C for which the following operational assumptions
hold:

Perhaps through judicious frequency or code reuse between clusters,
each radio i is operating in a cluster ceC for which J, is a subset of the

cluster.

The cluster head enforces a uniform receive power, r,, on all radios k
for signals transmitted to the cluster head.

Waveforms are restricted to those waveforms for which
P(a)wa)i): P(a)wa)k)

Cluster heads provide interference measurements to all client radios in
the cluster.

e Therefore

gjkpjp(a)j’a)k) Oy PO (a)k’ j)

Cognitive Radio Technologies
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Example Simulation

Single cell “or
7 cognitive radios E'E”
. . = -60
6 code dimensions =
=70
Interference . | | | | | | |
c e e ) 20 40 B0 a0 100 120 140
m|n|m|2|ng Murmber of terations
. -40
Round-robin - |
5 -44 4
S 46t .
h
Aak 4
_5'] | |

1 1 1 1 1
20 40 B0 g0 100 120 140
Mumber of lterations
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Close Proximity Networks

* |In this operational scenario it is assumed that
the radios are operating as an ad-hoc network
in sufficiently close proximity and transmitting
with sufficiently similar power levels that
waveform correlation dominates the distance
and transmitted power effects are negligible.
Under these assumptions -/. is equivalent to

e Further, assume

Ui (w)=—Z p(oy, )

KeN i
p(a)k’a)i): p(a)i’a)k)

Cognitive Radio Technologies
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DFS Close Proximity Network Simulation

e Specific parameters

Signal bandwidth =1 MHz
Channel bandwidth = 10 Mhz
10 (decision making) links

Frequency discretized with
center frequencies every 0.1
MHz

Random initial frequencies

Cognitive Radio Technologies
www.crtwireless.com

fraquency
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iteration
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Controlled Observation Process

 Concept:

— Control the radios’ observation processes so that
they only observe signals where

J i pjp(a)j’a)k): Oy pkp(wk’a)j)

* |s this possible to do with meaningful results?

Cognitive Radio Technologies
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An IRN DFS Algorithm

Suppose each access node
measures the received signal
power and frequency of the
RTS/CTS sent by other access
nodes in the network.

Assumed out-of-channel
interference is negligible and
RTS/CTS transmitted at same
power

Then

p(o, )= p(o;, o)
Vo, eQ;,,Vao, €,

e Example: 802.11h DFS
implemented at access nodes with
interference measurements only at
access nodes

ui(f):_li(f):_z gkipka(fi’fk)

keN\i

1 f=f
G(f“fk):{o f.;tft

Z Z gklpk fk’fl

ieN keN\i

* Exact Potential V=-®/2

=> Convergence to a sum
interference minimizer from all

gjk pjp(a)j , @), ) - gkj pkp(g)k Yo ) starting points for all non-

synchronous self-interested
decision rules



A DFS simulation of the process

e 30 cognitive access nodes .

e Upper 5 GHz 802.11 band ()= k;:\i P9 ( fi. fi)
Choose channel with lowest 1 f = f
interference ( fi’ f ):{ ! K -
One randomly selected access 0 otherwise

node adapts at each instance

n=3 e Game is an exact potential

game
Random initial channels
Randomly distributed positions pz z g,kp( )
over 1 km? j=1 k=i+1
Random timin
N V(f)=-o(f)

n=3 path loss exponent

Cognitive Radio Technologies
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What do we expect based on analysis?

Steady-states
— Low interference states

Convergence
— Timings (not synchronous)
e Round-robin, Random, and Asynchronous timing
— Decision rules (All better response)
e Best response, random better responses, g-better response

Stability
— lIsolated equilibria are stable
Can add the utility functions of any exact potential game

(same action space) and preserve convergence properties
though steady-states may change

Cognitive Radio Technologies
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Dynamic Frequency Selection

L o '
[ |
: 130 =
Final channels by access node T h
L R S S - B l|I |=| | [
P10 : : i I |
0 1,?3: : : ! : : .
"3@, : ; : ; ; [
08 pene- 0@ s e nnnnn T — A T ,: 100 L . . .
] {:.1%: ; Tyg | ] 0 a0 . 1DD 150 200
: 12 : 100 ] - iteration
. : o : : ' ' ' '
0.6 J%EE
Cym b o : o E-FE ] i
E 1 116 ' : : 132
= EAET G120 Oygy ! . 2. ]
0.4 fenmannnns SR P R« 4 7 1, R e PO s
5 5 5 5 - Zas -
5 5 = . oy i —
Oy28 : 400 : 128 a0
1 D SuCEET R CURREEEEER: DOSEEETEE FEPREEEEES: i 50 100 150 200
O : ':j."*l*l 5 C?:I a8 5 | |teralt||:|n |
: : @18
i Cqaga i i i H — =70 -
0 0.2 0.4 08 0.8 1 5
km =75 -
=
& ol i
Cognitive Radio Technologies 'BED 5;] 1|:'”:| 15'[' >00
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Noiseless suboptimal adaptations

(lowest frequency that improves) (highest frequency that improves)
140 ' ' ' M0 T T J ' '
|' u i | | i
1300 1T 10 1 |30 LIt AN 1
e I'| JH | | ] |
£ 120 [H-H—7 120 [ HH L
= ] NN 7
5 L a i |-
110 P 1 |1D-I| I | | :
71 ] i 1
S Y C . 00 . 1 .
] a0 100 150 200 ] a0 100 150 200
iteration
-80 . T T =70
. 75t
=
un]|
=.- -850 1]
3 .
= -85
0 £0 100 150 200
iteration iteration
70 T -B5 .
_ FOtk i
= 7at e
o
= 75 -
2 onl i
2 a0 a0l |
-A5 I I I -85 I 1 1
] a0 100 150 200 ] a0 100 150 200
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Channel

Policy Variations

) (@B

$le) (dBm)

By Channel By Radio (10 radios only low channels)
140 T . T
120 E ‘. 140 : : :
! : L 120 T
-“:":I | T I
T 100
a0+ - E
£ aot s
B0 = ~
i H— B0 B
a0 FIE=—FH— . . e
0 &0 100 150 200 A" 1 1
taration 0 50 100 150 200
iteration
-B0
=l §
o
=
E_-BEH_ -
h
0 a0 100 150 200 50
. ) 1l a0 100 150 200
fteration iteration
'?5 T T T
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50 1 T .70} .
o
=
a5t T S gl y
o a0
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Local Frequency Preferences

140

e Each radio has a random ===
real constant added toits _ 1
observation of each 5wl
channel e HobEE
* Exact potential game 0= e
— BSI + Self-motivated - | teration |
* Equivalent to having _
legacy devices present 5| '
— If legacy devices are £ 80 ] '
transmitting at the same _;&
power as cognitive radios, <0 50 100 150 0
then sum of interference _ | teration

of both cognitive radios
and legacy radios is a
monotonically decreasing
function

S0F

A0 F

$lo) (dEm)

_BD 1 1 1
Cognitive Radio Technologies a 50 100 160 200

www.crtwireless.com iteration
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Problems Applying to Ad-hoc/P2P Network
‘;\ ‘;
‘;\‘;

No clear master node

No clear reason to privilege one
observation over others

Link gain asymmetry violates BSI
(previous trick required all
observations to be made at
transmitters)

Could designate master devices
(ala Bluetooth) and then run the
same algorithm as the
infrastructure algorithm

Cognitive Radio Technologies
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Game Solution

Define players as links
— Both sides of a link collaborate to make a decision
— Permits incorporation of observations from both radios

Assume RTS/CTS signaling as before (or at least some
signal which identifies sender and receiver of a link)

Observation %

— Max interference from a link / 0.

— Sum interference from a link @ / %
Utility /
— P,;= set of propagation paths from link k to link




77

BSI for New Observations

UtiIity

u(f)=— 3 maxig;p,o(f;, f,)}

keN\i
Note p,, ¢ are the same %

Max (g, ) = Max (g,.) % / /g3
Sum (g, ) = Sum(g,.) g /

Thus we have BSI again

Cognitive Radio Technologies
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Comments on Options for P2P for BSI

 Three different combination techniques work
 Max, min very dependent on resolving addresses for interference table
e Sum doesn’t need the addresses
e Infact
u ( f ) —_ Z Z of pko-( f, fk) P,; = set of propagation paths from link k to link i
keN\i jePR;
e |sequalto

U (f)=— 2 9;,po(f, fk)+_Z9ﬁ2ijf(fn f)

jeN\i eN\
e Orthesum fag'gregate interference observed between both sides of the

link
e So can just take interference snapshots and sum together
e Addresses still help though
— May not be able to listen to all channels simultaneously

— Keep a more accurate representation of interference by removing interference
contributions of adapted links from old channels once operation in a new channel
is detected

Cognitive Radio Technologies
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Peer-to-Peer DFS

Listen on

| Channel Lc

RTS/CTS
y energy detected?

Measure power

y

Start

Pick channel to
listen on, L~
A

O

A4

of node
in message, p
v
Note addresses
of nodes from
RTS/CTS

|

Map to link

v
Update

l T|me for decision?

interference
table

If ‘b’ node, transmit

relevant

interference levels

|_|Signal change

If needed

Cognitive Radio Technologies

www.crtwireless.com

Apply decision
criteria for new
operating
channel, O,

to ‘a’ node

-—

3Q.£2

Channel

I(f) (dBm)

o(f) (dBm)

andomly distributed links

120 ’HW{ i

100
80

150

200
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iteration
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Steady-state Interference levels (dBm)

Aggregate Statistics

Typical Worst Case Without Algorithm
— - Awerage Without Algorithm

—— Typical Worst Case With Algorithm -
- - - Awerage With Algorithm

Colission Threshold

10 26 30 40 50 60 70 80 90 1(50
Number Links

Nearly 30 dB reduction in worst case interference
over random initial frequencies (average of worst
link over each run)
10 dB reduction in average link interference
0.25 km x 0.25 km
Generally below -82 dBm collision threshold

Cognitive Radio Technologies
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Percentage of Collision Free Links

100

|
|
7o R SR N
:
|
|

—— Worst Case Without Algorithm
—— Awerage Without Algorithm

— Worst Case With Algorithm -
— Awerage With Algorithm

Number of Links

By moving interference levels below the
collision threshold, many more links can
operate colission free

With random frequency 95% of all links are
collision free for 5 links (average)

With algorithm, 95% level corresponds to
80 links



Comments on Implementation

e As part of setting up the link, one of the two

devices will have to be designated the master
(‘a’) node.

 Not necessary to transmit interference
measurements of all channels to ‘a’ node
— Ranking of best candidates
— a node can request subset

— May be suboptimal at times, but suboptimal
doesn’t damage convergence

Cognitive Radio Technologies
www.crtwireless.com



Transmit Power Control and DFS

. . . 140
e Random distribution 20 e
of powers (constant) 2 100
£ 80
e Violates BSI as ol
40 . . .
gjk pjp(a)j,a)k);t gkj pkp(a)k,a)j) 0 500 ite:ﬁuﬂuﬂﬂ 150 200
 No longer " |
monotonic SINE
— Forms a weighted 365 ] \
potential game, o . .
specifically, weighted ’ T e Y
by the transmit 7 | |
powers (more later) £
Z ant
g-aﬁ-
Cognitive Radio Technologies _BDD 5;3 1|:I||:| 15I|:| 200

www.crtwireless.com iteration



Problem with Varying Power Levels

e Different transmit power levels destroy BSI
J i pjp(a)j’a)k): Jy; pkp(wk’a)j) va)j EQj’va)k € (),

o Still a weighted potential (for infrastructure —
a mess for others), but weighted potential
games don’t form a linear space (bad for
combining with other algorithms)

e In theory, could ask for transmit power levels
and work it back, but don’t want to incur the
overhead (gets the O(N?) problem.

* How to do it as a zero-overhead solution?

Cognitive Radio Technologies
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Solution: Weight measured interference by your
transmit power

* Infrastructure

u (f)=-pL(f)=-p 2, gupo(f,f)

keN\i

e P2P or Ad-hoc (difference is bookkeeping)

u (f)=—| 2P, 2 gjimpjg(fc’fj)

im €C jeN\c
e Why it works:
Oyi ka( fi, fk)i ik piG( fi, fk)
— But
i Qi pka( fi, fk): P Yk pia( fi, fk)
e We'll use this trick of multiplying asymmetric variables to
create a symmetric variable a lot...



Steady-state Interference levels (dBm)

Adding Power Control to Ad-hoc Simulation

Transmit at max Power Received Signal Power 16 dB > noise

-40; : : : : ‘ :
45, —— Typical Worst Case Without Algorithm
45— — - Awerage Without Algorithm
1 —— Typical Worst Case With Algorithm
- - Awverage With Algorithm

20" Colission Threshold /S
55

BB L _
60 T

60 - - v _
B5 e

—— Typical Worst Case Without Algorithm "~
— - Awerage Without Algorithm

O —— Typical Worst Case With Algorithm -
- - - Awerage With Algorithm

—— Caolission Threshold

Steady-state Interference levels (dBm)
>
al
|
|
|
|
|
|
|
|
|
|
|
|
|
|
T
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

10 20 30 40 50 60 70 80 90 100
Access Points / 0.25 km?2

5 trials

Number Links
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Activity Level Based DFS

Cognitive Radio Technologies
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Issue

Not all interference is created equally

Link may be near by on the same frequency
but have very little traffic — could squeeze in
there rather than some other channel with
less signal power but greater activity

Activity level can be estimated by rate at
which a signal is detected, or total observed
transmit duration

Activity level is an asymmetric variable

Cognitive Radio Technologies
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Routing
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Load-sensitive Routing Difficulties
(Why Game Theory)

Bertsekas (1982)

“The main 1dea 1n this scheme 1s to compute in real time an estumate of the mimimum
average delay per message for each origin-destination pair and to route messages along
the current minimum estimated delay path. When this scheme was first implemented, it
was noficed that it was prone to severe oscillations. This behavior 1s due to the fact that
delay estimates used to choose routes are themselves affected bv the route choice
with a feedback effect resulting.”

Khanna (1982)

“The complex nature of the interactions between [Shortest Path First], the topology and
the traffic matrix makes it difficult to analyze the system as a whole. In particular, note
that the process of calculating equilibrium for a given link consists essentially of
successively varying its cost and then recomputing the routes over it until its utilization
converges to some value. Since a change in one link’s routes affects the utilization and
thus potentially the cost of other links, thus affecting its own choice of routes during the
next iteration, any exact determination of equilibrium would have to consider this
interplay between the links. Furthermore, this would have to be done simultaneously for
all links, clearly a task of considerable complexity.”




Load-sensitive Routing Difficulties

(Why Game Theory)

Shaikh (1999)

lead to route flapping” and excessive control traffic overheads.”

“By selecting paths that circumvent congested links, dynamic routing can balance
network load and improve application performance. Despite these potential benefits,
however, most backbone networks still employ static routing (e.g., based on routing
protocols such as OSPF and IS-IS) because techniques for load-sensitive routing often

[
(8]
e

k=] o [
=2 @
: 3
T T

SO RO NFREDC
o
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1.0 1.5 2.0 2.5 3.0 3.5 4.0
Reported Cost

Bertsekas (1982)



i ZT Network Metric
Load-Sensitive Routing ] e

0.6 Bertsekas (1982)
Results summary
* Traditional stability issues when B e N

load-sensitive

— Interactions intractable for
ARPANET

— Turns out virtually every routing _
algorithm is load insensitive now  &=CF——u- !

— Hop count, link BW

 Generalized congestion game

Stable and load-sensitive
* Ignores information distribution

||||||||
WWWWWWWWWWWWW

Reported Cost

0

Each edge is EPG

e Action is contribution of traffic

Cost = 0 if not using edge

Path cost is some of edge costs

Potential
Metric Reference Game?

Hop count (Loa d-insensitive) EBG
Traffic (urnform) ERG
Traffic (nonunifonm) WPG
Delay (uniform traffic) [Ehanna_29] EPG
Delay (nonunifonmtraffic) [Ehanna_29] No

ETX (noise-limited) [Couto_03] EPG
ETX (interference-limited) [Couto_03] No*
ETT (noise-limited) [Draves_04] EPG-
ETT (interference-limited) Draves_(04 No*
WCETT (noise-limited) Draves_04 No-
WCETT (interference limited) Dravez 04 No

1.1z a potential game with uniformpacket sizes and uniform traffic levels, but this seems

unlikzely in practice.
2.Canbe a WPG for varying lengths.

Cognitive Radio Technologies
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Basic Routing Modeling Assumptions

e Routing algorithms consist .
of three classes of
processes:

— Information gathering
processes

e How does a device know what
it needs to know across the
network?

e Ex:Fl table exchange
ecision processes

* Generally choose path that
minimizes sum of edge (link
costs over path

up(r)zzce

eerp

— Decision execution processes
 How is decision executed?

Each end-to-end flow of
data has its own “path
manager” that attempts to
find minimum cost
sequence of edges from one
end to the other

— Doesn’t exist physically

— More of an emergent
phenomenon

Other

— Fixed network topology
— Perfect knowledge

— Perfect implementation

Focus on interactions

Cognitive Radio Technologies
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Our basic routing game model

P — Set of “path managers”  Route vector

r. — route chosen by path — Choice of routes by each path
- manager
manager p.
— Collection of edges r={nr... r\p\)
R, - the set of all possible * Edge cost
feasible routes *  Possibly function of routes not
— Implies no loops, broken usm_gl_f{ R
paths in route set C..R—

Routing action space Path manager objective

R:R]_XRZX"'XR‘P‘ up(r):_zce(r)
— Implies no condition where if — Minimize sum of costs on all
path k uses edge e, then path edges used in own path

m cannot use edge e

Cognitive Radio Technologies
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Congestion model EPG for routing

 Congestion game  Routing game
* Cost model 0, (r)=-3c, (o (1)

a):—; ¢ (o) (a))

— oy(a)=#{ieN:fea}

.VEPF z(““cf ) v z[zc ]

o, (r)=#{peP:eer,}

e Physical meaning

* Physical meaning — Steady states (choice of

- Ste.a.d.y-states (choice of edges for each path) are
facilities) are local local minimizers of edge
minimizers for aggregation costs.

of facility costs



Looking at the Congestion Model

Sideways
 Could be equivalently e Potential function could
written as sum over all be written as
edges, but with
V( V,
condition that p oc UZ p(z Cos j ZE: (")
receives payoff (cost) of _ where
0 for not using an edge or(1)
=20 (e (n) @20, (o) :[“C“’ ]

— P055|bly different edge

— Requirement that
costs for different paths

V,(r)=0,eer

e

— Implicit requirement
that
Cop (00 (r))=0,er,



More generalized congestion model
 Define “edge game”

I, =<P, Re’{ce,p (I’e)}>

— just based on choices related to edge e (r is then a binary
vector of size |P|

* Restrict ¢, , such that edge game is an EPG and

C.p (0 (r))=0,e2r,

e Then network wide game

-l g

— is an EPG via linearity property



Fun Insights

Edge costs do no have to be
solely a function of # of
users
— Cost could vary by path
— More complicated cost
functions
Since just need a linear
combination could weight
“critical edges”
— Would have to be done
uniformly across the network
Applicability of coordination

games limited
* Edge costs have to be of form

{O r, =1
C =

—

K r=1

e

e Applicability of dummy

games dubious

- C,, =0

BSI, MSI, Self-interested,
and original congestion cost
games would work

— Could combine edge costs

* |nteractive cost (BSI / MSI) +
self cost

» Self-cost + self-cost
Implies simple method for
identifying if routing
algorithm (as defined by
sum of edge costs) is an EPG
— Show edge cost game is

e an EPG
e Satisfies zero condition



Examples

Self-interested edge cost

0 r,,=0
c. (r)= o
100

Network-wide EPG

=2,2,%(")

Traditional flxed path cost metric

— LetK, . be any fixed common constant
(e.g., power or inverse of link
throughput rate)

* Route chocies

Interference Aware routing

— LetK,  be aconstant for all users of e
and be the interference seen by e.
* Interference measurement has to be
independent of route choices
— Then route choices will converge to
routes that minimize aggregation of
measured interference

If K, . is the same for all p

— Really just a different way of proving
Bellman Ford relaxation across network

— Technically an example of a congestion
game where cost is independent of #
If not, then could have different
edges privileging different classes of
traffic

— Mix of diffserv clouds

Could’ve been a common constant
for all + a path-specific offset
— Power + traffic-specific model

Lots of these implications are not
necessarily new algorithms, but
we’ve pulled them into the EPG
framework



Metric: Hops

10— 1171

10

15

20

25

30

1 eer,
Edge cost  %»(R)=14 egr,
Self-interested .
— Means *no* interaction .
Has edge exact potential T
_ V()= Y1 0

ieN:eer;

End-to-end potential
_ V(r)=ZE:_NZ.1 ,1;?60
— Set of paths'that : .

minimize hops is an
equilibrium

20!

Cognitive Radio Technologies
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Edge Cost: Traffic (Uniform)

 Edge cost

U, (1)

 If all t;are the same,

game

Monotonic potential function does not
imply monotonic utility functions

o

(Yt eer, ) / |
) — J ieN:eer; |.T§. ﬁk\;\?
0 eer, v
) S
- Z Z t
eer, ieNzeer % 5 10 15 20 25 30
240,
_ 20- \
then it's a congestion &= |
g 210
g 200 -
<
u; (@)=Y c (o (a)) - —
f eq; 0 5 10 15 20 25 30
Iterations
o.(a)=#{ieN:fea]
Ve(r): L,
re )tl peN:eerp

Ce,p (re):Ge(



Edge Cost: Traffic (Non-Uniform)

No longer a congestion game e End-to-end
Z L, eer,
Ce, (re): ieN:eer, t tle
p 0 eer, ; ;
— Depends on who, not just #
Also not an EPG V(r):igriértitilz
— Not differentiable @ 0 S
— Y t is not an edge exact e More importantly, an
“Potential . .
. ordinal transformation
Ordinal transformatlon .
_ LYt of original end-to-end
IeN eer, utlllty
— Weight by own traffic u, (r) =t, ZZti .
— Makes a BSI game eery ieN
— Edge exact potential e Original is a WPG with

weights: w, = 1/t,

Cognitive Radio Technologies
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Edge Cost: Traffic (Non-Uniform)

No longer a congestion

Monotonic potential function does not
imply monotonic utility functions

game ( /
Z t eec r o | | | /
Ce p (r ) — < ieNzeer, ; 30- ﬁ\
\O eer, g e
But can show as B
weighted a potential s w8 ow s w
game via ordinal o
transformations (diss)  #..
and congestion game @ *
extension

Cognitive Radio Technologies
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Edge Cost: Uniform Traffic + Hops

e (Clear pathologies to just

traffic
— Route through *a lot* of 1
hops if no traffic S t
- \i/reeifet:th? al)sfoh%d‘i Insome o« Use linear combination
enting P on edge potentials
1+ Yt eer,
Ce.p (re) - hest - Ve (r) :Ve,hops +Ve,cong
0 egr, ou(F)
e Hop count (or any *fixed* = ieNZeerlJr kg, c. (k)
edge cost) is a self- o
interested edge game. — Implies that we could

e Uniform traffic yields weight hops against traffic

congestion cost

Cognitive Radio Technologies
www.crtwireless.com



Edge Cost: Non-Uniform Traffic + Hops

* Now edge game IS _ up(r):th[:H_ Z ti,e]
linear combination of ecy | ieNeer
WPG and EPG _

V(=2 2 2 ttj/2+-
— Result may not be a ecE ieN:eer, ieN:eer,
potential game +Y >t

e But same traffic e
weighting trick applies -

1+ )t eer, j : A -
ée,p(re):tpce,p(re):tp ieN:eer; 207; < =
0 eer,
e Recognize as linear

combination of self- .

interested and BSI

Aggregated
o
-

it i ; 5 1 15
Cognitive Radio Technologies terations
www.crtwireless.com



Metric: End-to-End Delay

1/ T, — t | eer
Ce,p(re):< { i ieNZZe:el’i I) s

0 egr *

P

e Not differentiable @ O

e Can’t apply second
derivative test

* Scaling by t, fails second
derivative test

e Edge cost ordinally
equivalent to .

Zti _Te

ieN

However, is

Uy (r) =22 (t-T.)

eer, ieN

not ordinaplly equivalent
to

u,(r)= Zl/(Te - > tij

eer, leN:eer,

e Forexample: Te=5

t Modified metric is indifferent
Original prefers p2 to p1
1/1>1/3+1/3



Expected Transmissions (EXT)

Effectively Hop + e If not collision-free, gets
Expected # of collisions messy fast
Highly dependent on — Sum of (p_not other
MAC collisions) * (p_this

o collision)
If collision free: — Not exactly BSI or MSI due
— Scheduled ala 802.16h to prob of no collision

— Expected Transmissionsisa ¢ Sym of probability of
flxed.”umb.e" pairwise collisions is an
— Just like weighted hop EPG if up/down link

counts
shares band

— Similar in thrust
— Different equilibria

Cognitive Radio Technologies
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Technique 2: Cost Products with metric
redefinition (ETT approx.)

e Suppose modified e Example
metrics are defined c,,(s,r)=1(s)=
such that EY 77 ,3(n1, ) (5..5,)
w, (r,s)=w, (r,s)=u,(s)u,(r) feE\E, Meen,e

 Then if both routing and
spectrum management
games are MSI games,
then result is also an
MSI game

— E.g., abcd = bcda =
cdba...

Lt = Z(tpre p) (tprf*p)

peP Cognitive Radio Technologies
www.crtwireless.com

where original routing
metric was effectively
sum of tp x tr terms
over in-band edges over
all path managers



Expected Transmission Time (ETT)

Expected time to e Also a Weighted

complete a transmission Transmission Time

across a link.

Effectively (varies by Up (1) =(1-a) ) Coprr (r)+aW,

MAC) — Effectively EeTr'ri' weighted

— ETX X Packet length / link with worst delayed link
bandwidth — Since worst delayed link

If packet (frame) length is varies between paths,

fixed / common, then ETT should almost always

is an EPG if ETX is an EPG violate symmetries needed

. for potential game
If packet length varies

with flow, then ETT is a
WPG if ETX is an EPG

Cognitive Radio Technologies
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Summary of Routing Mapping

e Several common metrics are EPG
— Hop, traffic

e Some of the more popular metrics for wireless
ad-hoc are not EPG

— There are similar (but not ordinally equivalent)
substitutes that are EPG

e Delay, ETX, WCETT

Cognitive Radio Technologies
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Cross-Layer Approaches
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General Problem

 Assume two distributed algorithms
I =(N,Afu}) r*=(M,B,{v})
* Possible dependencies of choices

— Performance depends on choices of other algorithm

e SINR targeting power control and interference avoidance
frequency selection

— Actions depend on choices of other algorithm
e DSA and frequency selection
* Power control (topology) and routing

— Players depend on choices of other algorithm
e Edge congestion games and frequency selection

Cognitive Radio Technologies
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Broad Coupling Categories

Observations from multiple layers, single
parameter

Perfectly Decoupled
— no interaction, each process converges on own

Unilaterally Decoupled

— One algorithm influences the other, but not vice
versa

Closely Coupled

— Each algorithm influences the other

Cognitive Radio Technologies
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Unilaterally Decoupled

* Concept ~ one algorithm
depends on the other, but o EEE L
' I
not vice-versa ERNEVE
Byl

* Previous examples within
this tutorial p o

1a 20 30 40 50 €0 70 8a 80 100

Access Palnts / 0.25 km?

— Power control to close link, 5 trals
frequency selection for
interference mitigation

— Beamforming for target SNR,
frequency selection for

ui(f):_li(f):_ Z Ps Z gkipk,fka(fi’fk)

fi ESCi kEN\l



DSA + Spectrum Management

Model:
— W/O DSA L=(N,A{u})
- W/DSA  T=(N,A" {u})

— Primary users impact
available adaptations
(channels)

PU effectively

parameterizes game, but

structure remains

— Converges while At is
constant

Different if primary users
react to secondary users

Similar for DSA + load-
sensitive routing

B
I i i,L . | |
Ehanng S  —
Selections L L' ilf- i
(mmin W ‘
"'i 1
Link fi .--.I1U( ik1
Observations ,.,_f‘(:'- . h b
Potential | .
..-fl_ III |
wl.ifrl ] \I — ] ,i m
'. \

Decrease to 13 channels
7 channels

Cognitive Radio Technologies
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Easiest Solution (when it works)

e Define new game as
M= (N Afu}) T =(M.B{u))
I =(MUN,AxB,{w})
w, =u,(a)+v(b)
e Assume two games are EPG, then:

— |If perfectly decoupled, then remains EPG

— If unilaterally decoupled, then weighting first by more than
the largest possible utility change is an OPG

 Messy with action / player dependencies or if closely
coupled (in reality, v depends on a and u depends on b)

— Focus of next set of slides

Cognitive Radio Technologies
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Example with Metrics from
Multiple Layers

Cognitive Radio Technologies
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Multi-metric Potential Game Example

e Density (#Hone-hop and Example cost function
two-hop neighbors) | i

u, (d)= Z cf(crf (d)) V(d)=

Sfed,

) Loa d (t rafﬁc) Se nsitive Ne:nber n;deGS or: ckh:nnlel @ noliie )

zfiﬁaﬂc( —ﬁaﬂZnaﬂJ( - J) G’(dpdj){; j;jﬁ
Zrmﬁ”Zrmﬁ”U(d d)/2 -

JEN,

. Interference U (d)=fi(d)  Vuld)=21(d)

ieN

o Combined  Uicomine (d) = @, (d) + Bl 0 (A)+ 71 1. ()
Vcambmed (d):(]f topo (d)+/8 1nt(d)+/y naﬁc(d)

Cognitive Radio Technologies
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Implications of Stability

e Sensitive to local Cumulative # Adaptations
conditions, without e — R ]
runaway adaptations ol A

Sim 1
. Sim 2
— Means fewer wr s Sim 3
adaptations in MANET "o 500 orstion 1000 1500
setting Node Channel Distribution
60 40
* Importance of of | o] prm—— Ch2
persistent conditions x| e ol
] 0 500 1000 1500 0@ 500 1000 1500
for costly adaptations * !
0 oY e
— lIgnore traffic spikes Ll Chy ] Ch3
- NOt intermittent : 5[][:Iltersltin:nr11[ml:I e Em::teratimjnm e

interference

Cognitive Radio Technologies
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Awareness of Local Conditions Improves
Performance

25th percentile 75t percentile

e Link margin - —
improvement m m
—Median: 2-5dB 2 |
—Worst node: 5-16 dB _fccv o
e Throughput ~ d
Increase 2|
—Median: 30-54% 2051 QI SI 4. SI GI ?. al 9222 4 6 8 1.0 1.2 1.4 1.6 18
—Worst node:  50-145«% — . -

e Sim Params (on right)
— 50 nodes

— Varying number of
interferers

— High traffic demand

4 Channels

Cognitive Radio Technologies
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Messier Coupling

Dynamic / load-sensitive routing is
always messier

Cognitive Radio Technologies
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Induce a network-wide function

* Theorem 1: Let " =(N. 4.{u}} and I =({M,B. {‘l-‘. 1) be two different exact potential

cames with potentials I and ¥, respectively. Then
= :,“:_-’Lir JN.AxB. {If (B, (a). 7 (a)v, E}}E) 15 an exact potential game with potential

¥ -AxB—>R=FW".

* Proot based on showing yet another MSI
game

e Downside —requires system-wide knowledge
to calculate potential functions

e Further research angle — what happens with

imited visibility for utility functions, e.g., with

nazy sighted routing?

Cognitive Radio Technologies
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Generalized Congestion Game
* Concept: (Repeat)

— Interaction on each edge is its

own EPG u, ()= —Z c, (1)
— Route cost is sum over all edges ' eer,

Inro Ute Given edge e, define the game playedone as T', = <P, R, {Ce,p (Q)}) where R, 1s R restricted to
—_— PayOff is Zero fo ran e d ge if N Ot the each path manager’s choice to use e or not so that ¢, , (r, ) is only a function of those paths
ro uti n g over it that use 7, and only the parts of those paths that could go over e. Further, assume that I', satisfies
e o (P1) Edge EPG T, is an exact potential game, 1.e.. there exists a ¥, : R, — R such that
! Vp.qe P.Vr.seR
1) 7 SN T S A O & ST @)

= o where 1, refers to the choice of routes by all path managers in P\p from R,.

the following pair of properties.

(P2) ZeroIf e¢ r,, then S, p (rpfr_p’g) =0.

In other words, if p does not route through e, the cost to p of “using” must be 0. This has the
implication that dumniy games where ¢, (rp N p) are functions of r, but not 7, will not

L. simultaneously satisfy both P1 and P2 unless ¢, , (rp. r, ) =0 for all r, (else changing 7, can
Ea C h ed ge IS |tS own ga me change the value of ¢, , (rp . r_P) which makes 1t no longer a dummy game).

e Applications:
— Any prior load-insensitive
— Any prior congestion game

— Sum of aggregate traffic
* Also various multilinear, polynomial and self-interested variations

— Where the edge cost is an MSI game
e Useful with spectrum allocation (in a moment)



Inducing MSI in Edge Games

First simplify player combination by assuming all non-routing
players are notionally controlling an edge

Spectrum management and routing utilities

.rf;,{rﬁ_r_ 5.5 ]:—TEE b3 | 1,1 I |::.5'“.5J,?:|_|

Frter - i i Loy
AaF naP naP falia :
—_5" =
u (r.s,.s_ )= K_,Z./_,[fp‘rg.-fefise s
paP geP faE'w

Not claiming anything about redefining as joint routing /
frequency selection
— That changes the player set

a0 T - 4 f
-3 | |
= R w |
= ) 2 It
= — 1 2 |
Pl S 2
1 L — | ] |
% w2 ®m @ m @ o @ = m z | |
= |I|||
g 10 % 20 0 &0 80 o0
g 1000 [ 1
: || .
P oot~ 1 g
2, N
mmmmmmmmmmmmmm 00 = H
E .wp h
> 30 - ] |
- g -all)
Delay Without &7 | =
ela Iitnhou S | o \ . |
y B0F  — d %y 20 0 &0 80 100
H =] A Iteration
Link Fo
mmmmmmmmmmmmmm 00 10 =
Interactions B terations g o]
f=ge.1) T T T T r T T T ]
= ~ = -10
& | =
With Interactions z o} ] s
5 -
= 0 10 20 30 4 5 & 70 8 % 0 -40
=y o 80

lllllllll



Example Architecture Notes

ToHigher Layers

e Layer 3 Metric (edge cost) S

Handler

Layer3

Ce = Z tetf Ief (Se’sf ) _________

feN,

e Spectrum Management

l(s)= 2 2.2 Psg(n.n,)o(s,s,) Ui

deE\E,, nyee n,ed

e Power control
— Target RSS (unilateral)

— Need to know traffic levels — wen [ 2
on links where interacting

e Different

— ldentification
e Layer 2 (beacon)
e Layer 3 (hops)

Cognitive Radio Technologies
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Complexity Estimations for
Combination Techniques

e Techniques
— Non-coupled

e No interaction

— Edgewise

Cop(S:1)= X il (S,.5)

Comparative Evaluations
— 1is better than 3

Computational
complexity

Timing sensitivity

Sl * Messaging Overhead
— Network wide sIng
e Product of potentials e Performance
e Flexibility
— General applicability
Computational | Timing | Messaging
Approach Complexity | sensitivity | Overhead | Performance | Flexibility
Orthogonal (O) 1 1 1 3 2
Edge-wise (E) 1a 2 1 2 3

Network-wide (V)

-
2

-
2

3 1 1




Addressing some practical issues
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Impact of Noise

Noise impacts the mapping from actions to outcomes, f :A—0O
Same action tuple can lead to different outcomes

Most noise encountered in wireless systems is theoretically
unbounded.

Implies that every outcome has a nonzero chance of being
observed for a particular action tuple.

Some outcomes are more likely to be observed than others
(and some outcomes may have a very small chance of
occurring)

Cognitive Radio Technologies
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DFS Example

Consider a radio observing the spectral
energy across the bands defined by the set
C where each radio k is choosing its band
of operation f,.

Noiseless observation of channel c,

)=> 94P0(c, f

keN
N0|syobservat|on0 Ck )=2_9uPO(c. f)+n(c.t)

keN

If radio is attempting to minimize mband
interference, then noise can lead a radio to
believe that a band has lower or higher
interference than it does



Trembling Hand (“Noise” in Games)

 Assumes players have a nonzero chance of making an error
implementing their action.

— Who has not accidentally handed over the wrong amount of cash at a
restaurant?

— Who has not accidentally written a “tpyo”?

* Related to errors in observation as erroneous observations

cause errors in implementation (from an outside observer’s
perspective).

Cognitive Radio Technologies
www.crtwireless.com



e NoIS

Trembling
Hand

Observation
Errors

Noisy decision rules

utility G (at)=u(a)+n(at)

Definition 4.20: Friedman’s Noisy Random Better Response [Friedman 01]

Player i chooses an action a,e4\6; where 5; 1s player i's current action according to a
uniform random distribution. If u#{a,a )= u{b,a.;), then a;1s implemented, however, if
ula,a ;) < ufb,a;), then player 7 still switches to a; with nonzero probability p.

Definition 4.21: Noisy Best Response Dynamic (*)

A decision rule Qi AxT — A is a noisy best response dynamic if each adaptation would
maximize the radio’s noisy utility if all other radios continued to implement the same
waveforms, i.e., d, (a)e {bi cd u(b,a_,t)=u(a,a_,t)7a EA;}

Definition 4.22: Noisy Better Response Dynamic (*)

A decision rule 31. :AxT — A4 1s a noisy better response dynamic if each adaptation
would improve the radio’s utility if all other radios continued to implement the same
waveforms, ie., d, (a)e{bg cd 4 (b,a_,t)>14 (ag,a_g,r)}.

Definition 4.23: Noisy Random Better Response Dynamic (*)
A decision rule éz. : AxT — A 1s arandom better response dynarmic if for each 7,€7;,

radio ¢ chooses an action from 4; with nonzero probability and implements the action if it
would improve i, .




Implications of noise

For random timing, [Friedman] shows game with noisy
random better response is an ergodic Markov chain.

Likewise other observation based noisy decision rules are
ergodic Markov chains

— Unbounded noise implies chance of adapting (or not adapting) to any
action

— If coupled with random, synchronous, or asynchronous timings, then
CRNs with corrupted observation can be modeled as ergodic Makov
chains.

— Not so for round-robin (violates aperiodicity)

Somewhat disappointing
— No real steady-state (though unique limiting stationary distribution)
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DFS Example with three access points

* 3 access nodes, 3 channels, attempting to
operate in band with least spectral energy.
 Constant power
* Link gain matrix
ar| 1| 2 ] 3 .
1] 1 ]05]o01 ) 2
2 | 0.5 1 0.3
310103 1
* Noiseless observations
GAf) | Gohd) | (hh) | Gohif) | i) | Gahdd) | Glah) | (ol | (fih)
(0.6,0.8,0.4)[(0.5,0.5,0.0)[¢0.1,0.0,0.13({0.0,0.3,0.:3[¢0.0,0.3,0.33](0.1,0.0,0. 11|(0.5,0.5,0.03[(0.6,0. 8,0.4)[(0.0,0. 3,0.3)

e Random timing

132
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Trembling Hand

* Transition Matrix, p=0.1

P | Ghhfi) | (hhofo) | halofi) | (hofofo) | (Boufi ) | (afiofo) | (oo i) | (o)
Fff)| O 113 | 173 0 1/3 0 0 0
(ffif)| 130 | 310 | 0 1/3 0 1/3 0 0
Fhfol 130 | 0 9/10 | 1/30 [ 0 0 1730 | 0
Fuff)| O 1/30 | 173 | 3/5 0 0 0 1/30
(Bhf| 130 | 0 0 0 35 | 13 | 130 | 0
Bfif)| 0 1730 [ 0 0 1/30 | 910 | 0 1/30
Bufof)| O 0 1/3 0 1/3 0 3/10 | 1/30
Bofof)| O 0 0 1/3 0 173 | 13 0

e Limiting distribution

NS | Bfifo) | o) | hfafo) | o)) | (fifa) | (aafai) | (afarf)

0.0161 | 0.0293 | 0.3846 | 0.0699 | 0.0699 | 0.3846 | 0.0293 | 0.0161




Noisy Best Response

e Transition Matrix, A(0,1) Gaussian Noise

P [th i) | hohofo) | (haofi) | (hofo o) | (i) | (Bhiofo) | (oo 1) | (Bouforfo)
(Afif)| 0.3367] 0.2038 0.2381 0 0.2214 0 0 0
(Afifs)| 0.1295 0.4813 0 0.1854 0 0.2038 0 0
(fifof1) | 0.0953 0 0.6273] 0.1479 0 0| 0.1295 0
(Fuforfo) 0 0.1479 0.1854 0.5548 0 0 0 0.1119
(Hufifi)| 0.1119 0 0 0| 0.5548 0.1854] 0.1479 0
(Fufrofo) 0 0.1295 0 0 0.1479 0.6273 0 0.0953
(Fuofi) 0 0 0.2038 0 0.1854 0] 0.4813 0.1295
(Fouforfo) 0 0 0_0.2214 0 0.2381] 0.2038 0.3367

hofih) | Buhofo) | o) | (o) | (o) | (afrfo) | (o) | (o)
6=1.00| 0.0709 | 0.1120 | 0.1765 | 0.1406 | 0.1406 | 0.1765 | 0.1120 | 0.0709
6=0.50| 0.0540 | 0.1040 | 0.1984 | 0.1436 | 0.1436 | 0.1984 | 0.1040 | 0.0540
6=0.10] 0.0129 | 0.0647 | 0.2857 | 0.1366 | 0.1366 | 0.2857 | 0.0647 | 0.0129
6=0.05| 0.0033 | 0.0397 | 0.3387 | 0.1183 | 0.1183 | 0.3387 | 0.0397 | 0.0033
6=001] O 0.002 | 046 | 0.038 | 0.038 | 046 | 0.002 0




Comment on Noise and Observations

Cardinality of goals makes a difference for cognitive radios
— Probability of making an error is a function of the difference in
utilities
— With ordinal preferences, utility functions are just useful fictions
* Might as well assume a trembling hand

Unboundedness of noise implies that no state can be
absorbing for most decision rules

NE retains significant predictive power

— While CRN is an ergodic Markov chain, NE (and the adjacent states)
generally remain most likely states to visit

— Stronger prediction with less noise
— Also stronger when network has a Lyapunov function
— Exception - elusive equilibria ([Hicks_04])

Cognitive Radio Technologies
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Somewhat Improved Process

 Threshold
adaptation (e-
better response)
— Only adapt if
adaptation
expected to reduce

interference by at
least -85 dBm

* Stabilizes d:0—A
not d:A—A

— Small variations in
observations lead
to same action

$la) (dBm)

-80

-85
1l

a0

1aa

150 200

iteration
f | I
a0 100 140 200
iteration
| I

a0

100
iteration

150 200



Stochastic Conditions

e |Leads to unnecessary adaptations
e|ssue: y adap

interference level . i
--- Mean interference level 0 100 200 300 400 500

—Unsynchronized 30 Fixed P2P links with & = 10 dB
observations and small . T # S
scale fading leads to % T
asymmetric interference e L

9y () # 9, (t) 5 P—

'y 0 Decision by j I Ll | ) | ,

e ';r N TR

by node j from k

(f) (dBm)

Perceived Interference

v
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Solution

o Decision _byj '
*Concept: 2. ~ eanenss
. E g ---- Mean interference level
—While sample values 8
vary, they are samples 3
of the same process S5
*Implies same mean

Without With

*Implies BSI in expected Mean Estimation  ©=10AB e Estimation

interference RN N — o
T im  r EE| e

£[g,r(o.a)]-5sur (o)) T AbMMLINN 5L

J ST e e e 40

*Estimate mean for :

each observed device  “:ff TS
—Complexity grows

with density

0 100 200 300 400 500 75 L L L L
iteration 0 100 200 300 400 500
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Link gain between
nodes j and k

Mobile Devices

e |ssue:

— Mobile devices imply non-
stationary means

— Mean estimate by one
device != estimate by
another device

— Violates symmetry

Mean observed

gain by j
[ 7S
Mean observed
gain by k

Time

e Solution concept:

— Use Kalman filter to
estimate moving average
mean

— Project forward to time of
decision for estimated BSI
equality

Explicitly estimate large
scale path loss model (and
parameters) while
“filtering” away small-scale
path loss

Cognitive Radio Technologies
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Slight generalization on mismatched
information and decision timings

e |f information is stale, e Want information
then bad decisions are update rate to be faster
made than decision rate
— Bounds how fast you can
A B respond

a [ 00 I @
b | (1,1) (0,0)

— A motivation for why
CRT doesn’t do pure
“joint” cross-layer
algorithms




Mobility Solution

eKalman Filter Design Example Estlimationl of Mobile Channel

140 T

T
v | — Kalman

—Inputs: o L
* RSS associated with devices (implies ID
recovery) .
* Observation times i e
. 50—--¢+
—Hidden states:
* Distance, velocity, change in velocity, ST A
path loss exponent, free-space loss / B e a0 m W E Wm0
distance c e
xample Integration
—Outputs: il pie ntegration ,
* Estimated / projected mean large scale 501
path IOSS i 101 502~ e"ez’;s’jlglged? Mejffre\power i
e Hidden states ey e |1
“« . . ” : X Splpiintuinials ok ;
*Makes for a “one-size-fits-all e I | o | |
solution (v = 0) for fixed and R ] L ] !
mobile networks o 1j
. R . \ '—n< >y fllﬁ::'nllzzrr]\k Aﬁgﬂ;:\t,is :
*Complexity function of density \‘ /,@
|- 0n | Ve )
-7 104 Fmmm—mm—m =
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Steady-state aggregate interference

Aggregate Network

Mitigating instability induced by
dynamic multipath environments

Notional mobility model
(random velocities, radii)

-85

oL ,, ........ / ____________ ]
| -/
— Unmanaged /
Ll — Managed / -------------------- .
o] i /
T LA N | S — :
bt : :
Q : :
“= : / :
) S """""" / """"""""""" 7
+— ' e ;
£ v b :
;11 S 5 —— T —— i
85 L L ‘.....iﬁ L L ......i_ L L
10° 10* 10° 10°

Movement / observation

) (dBm)

With Kalman

120 |
‘ L

< 100 T T —
Pl JiU L

ol e :

s f= . ,." Iji I : ill

60 . // .
_ =[]l Repositioning implies new
¢ |l _optimal allocation
=0, AN

60+ i
5 65 -
= 70} R
iqn i
80 L L L L 30 | L L L
0 10 20 30 40 50 % 10 20 30 40 50
seconds seconds
400
11 S S TP L
(Vp] 300 —
C =
S | 7x fewer
< £ .
B Zm 1 adaptations
o .
m EWSD |
O z
< L . s
:E s N rrym CTTTTNE
0 1 1 1
0 10 20 30 40 &0 60

Links / 0.25 km?®

Network Density



Adversarial Games

Evaluate Qutcome and
Alternate Histories

Regret Evaluation

Update History

[ F P R A L
5170 ot 1 2 51l ) ot

Unknown
Process

Learn to
Prodict
Artacks;
Partially Jammed Chanrvels Innu“u
Around

Intelligent
Adversary



Hostile users can create problems from
outside your network

/ S Decide
7 Lea

e Suppose another network is

What if the compromised in your area

environment is

“unstable”? e Their behavior influences your

network’s adaptations

* Performance Impact

e Sta b|||ty impact T Fixe(i/llg’;nlr;;erer Adap'zil\\;leolbr;ltee)rferer

140
% 1 L : E —+ Typ\lca\Wursl Calﬁe Without IA\gumhm
0o v ganthm | ¢ | — - Average Without Algorithm
il Clusters | B0 { | i i — Typical Warst Case With Algorithm
' . 5 } ! g0l i Algorithm
@ : Frequencies @ Aik! pis Hid i Berrersd
wft Bl “nf =i i InuuaiEEL - 'l
0 ] 100 500 ~ _/_,f’ ! 5
55 ; : ; 1 _ & ‘q-— -
"I~ Observed Interference “H | g E 30 dB g
T 2 Ewf | | | It | = ~o\u- ;5 a2
e—m!:_ JI Levels ;-?n I-,L: ARk & -H:' A Al B il L ) S 1{/ ‘,’ 3
Taf [ e i | il : I‘ .i| E i i £
P S o IR TR R AR £ i i 5 56
0 5 10 15 20 ] 100 200 300 400 500 = / =
= 80 =
g Agaregate Network PRV YOO TV ) O .5, St
— = b Wl I'_H, | i : Y
| s ""M,.\ i J,Ikh y".?fvf.‘l.lr* AR i i ‘3‘6 P i | 4— 75
5I g 00 F 00 [ 500 -100 : Shlfted Left
Heration : (Jammers) o0k
gih 30 .I ‘ 7 85 i i i i i
Clesters / .25 km* 1] 10 20 30 40 50 60

e Need to consider external actors
e Detect unexpected behavior, adjust accordingly




Known adaptation behaviors can be
exploited by hostile users

Impact of mixing in performance

e Observational attacks minimizers
— Spectrum sensing data falsification 5 mallcmus 30 normal
[Chen 08a3] ' '

— Replay sensing attacks [Bian_08]
— Quiet period jamming [Bian_08]
* Orientation attacks : . : : :
— Primary User Emulation 0] | j AN | ﬁ

100 200 300\ 400 500

— Honeypot attacks [Newman_09] teton 35 normal

— Chaff point attacks
[Newman_09]

e Behavioral attacks

— Induce instability

— Minimize performance

— Adapt at inopportune times
e Learning exploits

— And spoofing

e And information corruption

$(f) (dBrm)

Destabilizing attack on natural gas exchange

Cognitive | :
WWW. s




Malicious != Selfish

Popular “solution” to
mischievous nodes (selfish
nodes that damage network)
is to “punish” nodes

— Also implies a way to
“brainwash” learning nodes

Imperfect information can
obfuscate punishment from
mischievous behavior and
produce catastrophic
cascades

— Brittleness

Even with perfect
information, malicious node
may be masochistic

105

Utility (b/J)
2

10!

& Sne-shot geme Ek‘“‘oﬁ__hﬁ
|

1.5 2 2.5 3 3.5 a4 4.5 5
Distance [km)

From Fig 6 in [MacKenzie_01]

Percentage of runs

5

10

.
bl bk A A A
15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

Number of nodes

+— 3-stage running average —&— traditional grim trigger

- =+ - 3-stage threshold breach

From [Srivastava_06]
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Zero-Sum Games

To “win”, the other (set of) player(s) must

“lose” Jammer
— Generalize to strictly competitive games 0 1
Strategies
— Assign probability to each action Transmitter | 0 (-1,1) (1,-1)
— Any fixed strategy will be defeated 1 (1,-1) (-1,1)
— Mixed strategies needed ’ ’
Play

— Max-min / min-max strategies optimal for
perfect information

— Uniform probability distribution
appropriate with no information

— Non-uniform with information or when
side-benefit

Improving on max/min equilibria => Get
inside OODA loop

— Adapt faster

— Predict adaptations

— Detect type of opponent

Learning

Cognitive Radio Technologies
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Learning in Games and Cognitive
Radio




Approaches to Learning Key Game
Model Elements

e Your own payoff and optimal Agentl: Payoffs according to some strategy
strategies

— Multi-armed bandit problems

— Regret / No-regret learning

e Really just a type of cost
minimization that can be

applied virtually anywhere Agent2: Learn strategy for optimal payout
— Reinforcement Learning

e Utility functions of other

players Rmmj l Policy
— Inverse Reinforcement : odel oot g
Learning MDP [— " py e IRL
e Types of players and pan_.:-,r] lemf.m
strategies " ‘

— Bayesian Learning / Games

Cognitive Radio Technologies
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Bayesian Games (Fudenberg)

¥ Distribution of player types
Augmented repeated normal form ©=10,,0,,..0,

Players have private information "

(generally about their own type) Beliefs on distribution of types
Players share a common prior, e.g., F-O_101
distribution of types : 7 [ , ]

— Modeled as a choice by “Nature”

Utility a function of types and actions
(Imperfect information) Y yp

“« ” . ”JA}'@—E
Types are chosen by “nature” prior
to play
— Nature may have a “type”
’ A 1
May or may not observe others . . i )

actions or payoffs
— Some private signal C| 5, ¢

Update beliefs on types according
to Bayes’s rule

pO)c(m|6) _ p(@)c(m|6)
p(m) > p(@)o(m| ")

&'=0

o
-
oo
)
o
[y
-
-

D| 8,0 1,1 D| 80 1, -5

P& |m) =

Type | Type
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Bayesian Games Notes

Can have equilibria in beliefs that are
not NE (and vice versa)
— Actions are not observed or deduced
— Different initial priors
— NE agree on strategies, but
distribution of actions also depend on
types
But there exist Bayesian games where
equilibria in beliefs and NE coincide
*only* if actions are *not* observed
(Fudenberg)

In general, not so easy to show
convergence or stability nor
reasonable equilbiria

Impersonation can defeat type
learning.

A History of Home Values

| Instability in beliefs "
(Also non-stationary Nature)

Cognitive Radio Technologies
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Fictitious Play Property (Monderer)

* Suppose the “type” isthe ¢ Games with FPP

stationary mixed strategy — 2 person zero-sum
used by the player — 2 person 2x2 games
e Actions are observed — Dominance solvable

— Linear Cournot

e Beliefs are updated as the N
— Coordination games

empirical distribution of

past actions — Best response equivalent
" in mixed strategies to a
b,ju):lTx"(s)_ 1 coordination game
L5 — Weighted Potential games

e |f such a game always
converges to an
equilibrium independent
of initial actions and
beliefs, it is said to have
FPP

Cognitive Radio Technologies
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Population Games and Learning
Strategies (Sandholm)

Players get a chance to update ¢ Potential games and

their strategies at random supermodular games converge
intervals and are stable
— Results shown for Poisson — Potential game result stronger
process than supermodular (must also
— Assumes best response be irreducible or larger set)
Different types (populations) — The same if unique NE
of players have different * Caveat:
available strategies — With pertubations, system

becomes ergodic

— So really talking about
neighborhood around
equilibria that are visited with

Anonymity — payoffs depend
only on population, strategy
chosen, and number playing

that strategy non-vanishingly small
Payoffs perturbed by random frequency
shocks * Lyapunov rest points

Cognitive Radio Technologies
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Example Result

CR faster Adversary faster
1 A H H j R j . HEEHEHEHEE
PG S0 8RR 1 TN OSSR N NS
g 08f-ebedeb bbb b L L e L L L
1k ] ' ' ' ' PR ' ' ' Lo ' . ' ' Lo
£ . : A : : : oo ‘X . o
S 1 e ey B B = S S B R
=
Y SRS SN S0 1 S MO UL 08 O 76 UG0S W S S 8 9
[4k]
=] N ' ' ' Lo ' ' ' - ' H N . H H L
B0 g e g g o= E = Random 1]
0 L PUUUUUPU U SN A 1 R BN A 0 DU FL7 S S —+—DSA o
s T T w1
S 13 SR U AR AT —— Predictive | L }_|
D_ - 1 1 1 1 1 1 LI | 1 1 l-I LI | 1
s
=1 i - ?
10 10 10 10

Minimum time between CR adaptations

Random: open loop hopping e Predictive = measure reaction

MAB = multi-armed bandit rate and adapt ahead
solver

DSA = react and choose least
interfered

e Spoof — Reverse PUE defense
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Summary
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What does game theory buy us in general?

A natural “language” for modeling cognitive radio networks
Permits analysis of non-algorithmic radios

— Only know goals and that radios will adapt towards its goal
Simplifies analysis of random procedural radios

Permits simultaneous analysis of multiple decision rules — only need
goal

Provides condition to be assured of possibility of convergence for all
autonomously myopic cognitive radios (weak FIP)

Provides condition to be assured of convergence for all
autonomously myopic cognitive radios (FIP, not synchronous timing)

Rapid analysis

— Verify goals and actions satisfy a single model, and steady-states,
convergence, and stability

An intuition as to what conditions will be needed to field successful
cognitive radio decision rules.

A natural understanding of distributed interactive behavior which
simplifies the design of low complexity distributed algorithms

Cognitive Radio Technologies
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Why Design CR Networks with
Potential Games?

Predictable behavior

Broad range of convergence and stability conditions
— Myopic
* Only has to be able to evaluate impact of own adaptations
— Ideally decouple goal selection from decision rules
Minimal communications
— Looking for emergent behavior that coincides with design objective

A lot of flexibility for individual radio customization
Exact potential games tend to provide more mechanisms for combinations

Suggest adapting / extending existing game models to new problems that
approximate design objectives rather than working backwards from system design
objective

— Interference reducing networks for PHY algorithms (not power)

— Edge congestion games for routing
Gets messier as number of interacting algorithms increase

— Orthogonal

— Induce symmetry

— Unidirectional dependencies

Cognitive Radio Technologies
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Adversarial Design is Less Satisfying

e Traditional maximin equilibria / solutions only
apply when there are no timing advantages

— And then you’re only minimizing losses

e Key insights are ones that you already knew

— Get inside the other guy’s OODA loop

— Else make it harder for them to observe your
actions
e Randomize
e Spread / embed
e Spoof

Cognitive Radio Technologies
www.crtwireless.com



Questions you should ask before

fielding your CRs

Can you predict what will happen as
it scales and interactions occur?

How might your measures be turned

against you?

— Sensing, learning, policy enforcement

— Even when following the “rules”

How do you accommodate CR

networks other than your own?

— Can be attacked from outside without
jamming

What learning processes can your

system accommodate and still
behave appropriately.

Cognitive Radio Technologies
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